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Abstract
The instructions below aims to guide authors who wish to submit full paper to the ANQ Congress 2015Taipei.This “Authors’ Instructions for The Preparation of Full Paper to ANQ Congress 2015 Taipei” has been modified from the previous ones of the past years for ease of understanding. Authors are requested to follow the guidelines presented in this document as closely as possible when preparing their final manuscript. This will facilitate final editing and formatting forinclusion in the Proceedings. This template provides details of the requirements for paper preparation.
The article title (maximum20 words in length) should be in Times New Roman 14point bold font. Author’s first names and last name are in Times New Roman 11 point font size, Organization of Affiliation and e-mail are in Times New Roman 9 point font size. The main text and the abstract should be in 10 point font size.

Please provide an abstract to summarize the contents of the paper. The abstract should contain at most 350 words. Please provide 3 to5 keywords(separated by commas and end with a period) in order to indicate the main topics discussed in the paper and to provide basic terms for indexing. A maximum of 15 pagesis allocated in the Proceedings for each accepted paper.
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1.
Introduction

We provide the Author’s Instruction for the Preparation of Full Paper to ANQ Congress 2015 Taipei to help users prepare their camera-ready manuscript. All papers must be submitted in MS-Word using a .doc or .docx file format. 
The authors are fully responsible for the quality of their article and are kindly requested to observe the following instructions for the preparation of their typescripts. Authors should ensure that the typescript is clear and grammatically correct to avoid delay and jeopardizing publication.
Accepted papers will be published in the electronic form. Papers submitted in a technically unsuitable form will be returned for retyping or considered canceled if causes possible volume delay.
We would like to stress that the class/style files and the template should not be manipulated and that the guidelines regarding font sizes and format should be adhered to. This is to ensure that the final work is as homogeneous as possible.

2.
Manuscript Preparation
All papers are to be submitted in the English language using either UK or US spelling.The text should be typed with single line spacing. Text should be left and right justified.Paragraphs (except the first paragraph of each section and subsection) should be indented by 2-ch (two characters, about 7 mm). There is no space between paragraphs.
2.1
Headings, Sub-headings and Footnotes 

Authors are requested to restrict the use of headings to three levels where possible. Main headings should be typed in 11 point font bold upper / lower case. Kindly leave one blank line above and below these headings. 
Words joined by ahyphen are subject to a special rule. If the first word can stand alone, the second word should be capitalized. Here are some examples of headings: “Literature Review”, “Proposed Method”, “Numerical Examples”, “Multi-flip Networks”, “A User-Friendly System”. 

2.1.1
Sub-headings 
Sub-headings should be typed in 11 point font bold upper / lower case. Kindly leave one blank line above and below these headings. 
2.2
Figures and Illustrations 

Please produce your figures electronically, if possible, and integrate them into your text file. Check that in line drawings, lines are not interrupted and have constant width. Grids and details within the figures must be clearly readable and may not be written one on top of the other. Figures should be scaled up or down accordingly. 

Illustrations should be pasted into position on the typed pages as close to the first reference to them as possible. Photographs may also be pasted into their respective places. To have good result in the final print, glossy photographs (bromides) are preferred and not Xerox copies. Figures and illustration should be numbered and should have a caption which should always be positioned under the figures and illustrations. Present the caption in plain text with only the initial letter of the caption and any proper names in the caption capitalized. They must be aligned in the center. The sentence of a table caption should end with a period. Please center the captions between the margins and set them in 10-point type. The distance between text and figure should be about 0.5-line space, the distance between figure and caption about 0.5-line space. Please refer to the example shown in Figure 1.
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Figure 1.The proposed diagnosis system.
2.3
Tables 

Leave 0.5-line space after the text and type the table heading, including the table number, above the table. Leave 0.5-line space between the heading and the table. Tables are to be centered on the page. Where possible avoid splitting tables over two pages. Table captions should always be positioned above the tables. 
Caption should be in 10 point font size. Text within a table should be in 9 point font size. Present the caption in plain text with only the initial letter of the caption and any proper names in the caption capitalized. The sentence of a table caption should end with a period. Examples are shown in Tables 1-2.
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	vector-I
	
	vector-II

	
	Single DT
	AdaBoost
	Bagging
	DT ensemble
	
	Single DT
	AdaBoost
	Bagging
	DT ensemble

	0.1
	76.66
	79.96
	80.89
	84.44
	
	80.30
	80.82
	85.56
	90.83

	0.3
	77.88
	81.57
	82.15
	85.71
	
	80.95
	81.56
	85.77
	90.88

	0.5
	79.80
	83.42
	84.34
	87.19
	
	83.29
	84.38
	87.60
	91.19

	0.7
	84.37
	85.88
	87.91
	89.13
	
	86.54
	87.82
	90.45
	92.90

	0.9
	90.61
	91.60
	93.36
	94.12
	
	93.32
	94.73
	95.73
	96.42


Table 2.Font sizes of headings. 

	Heading level
	Example
	Font size and style

	Title (centered)
	Lecture Notes …
	14 point, bold

	1st-level heading
	1. Introduction
	11 point, bold

	2nd-level heading
	2.1 Sub-heading
	11 point, bold

	3rd-level heading
	2.1.1Sub-heading
	11 point, bold


2.4
Equations 

Displayed equations are centered and set on a separate line (with 0.5 line space above and below). Equations should be numbered consecutively throughout the manuscript. The numbers should be enclosed in parentheses and set on the right margin. For example,
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Simple expressions which do not need to be referenced numerically should be left in the text, written on one line, using the solidus (i.e. a/x) instead of a two-line form wherever possible to avoid awkward line spacing. The settings of MS equation editor are as follows:
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Figure2.The settings of MS equation editor.
2.5
Styles of Citations and References
In the text, the last name of the author and the year of publication of the reference are given. Two or more references by the same authors published in the same year are differentiated by the letters a, b, c, etc. For references with more than two authors, text citations should be shortened to the first name followed by et al. 
Pun (2011) argues that… 

Pun and Nathai-Balkissoon (2011) contend that… 

Recent results (Pun and Jaggernath-Furlonge, 2009; Pun and Nurse, 2010; Pun et al., 2010a, b, c) show that... 

The list of references is headed “References” and is not assigned a number in the decimal system of headings. References should be listed in alphabetical order at the end of the paper. References by the same author(s) should be in chronological order. Journal references should include: author’s last name and initials; last names and initials of remaining authors; year of publication in brackets; article title (where provided); journal name (Italic), volume number and page numbers.

References to books should include: author’s last name and initials; last names and initials of remaining authors; year of publication in brackets; the book name (Italic); the place of publication and name of the publisher.

References to multi-author works should include after the date of publication: the chapter title (where provided); ‘In’ followed by the book name (Italic); last name(s) and initials of editor(s); the name of the publisher and the place of publication, page numbers. The list of references should be in 10 point font. A sample reference list is as follows:
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Cheng, C.S., and Cheng, H.P. (2008), “Identifying the source of variance shifts in the multivariate process using neural networks and support vector machines,” Expert Systems with Applications, 35(1-2), 198-206.
Cheng, C.S., Cheng, H.P., and Huang, K.K. (2009), “Interpreting the mean shift signals in multivariate control charts using support vector machine-based classifier,” In Proceedings of IEEE International Conference on Industrial Engineering and Engineering Management, Hong Kong, China.
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Authors’ Biographical Notes 

Include a short biographical note in 10 point for authors (about 150 words each), particularly for the presenting author, at the end of the paper manuscript. Set the font of author’s name to Arial. For example, 

Chuen-Sheng Cheng is Professor and Chair in the Department of Industrial Engineering and Management at Yuan Ze University, Taiwan. He received his Ph.D. degree in industrial engineering from Arizona State University (U.S.A.) in 1989, an M.S. degree in industrial engineering from Texas Tech.University (U.S.A.) in 1985, and a B.S. degree in industrial engineering from National Tsinghua University (Taiwan) in 1980. His research interests include statistical quality control, intelligent process monitoring, and applications of artificial neural networks. He has authored several books in the areas of quality management and statistical quality control. Professor Cheng has extensive experience in training and consultancy in the areas of statistical quality control, quality management and Six Sigma. In 2000, Professor Cheng obtained the Individual Award of the 11th National Quality Awards of the Republic of China. Also, as the key facilitator, he led Yuan Ze University in winning the “Organization Award” of the 14th National Quality Award in 2003.Professor Cheng is the Editor-in-Chief of Journal of Quality, he is also a Fellow and a council member of the Chinese Society for Quality (CSQ).

Chen-Ju Lin is an Associate Professor in the Department of Industrial Engineering and Management at Yuan Ze University, Taiwan. She received the B.S. degree in Industrial Engineering and Management from National Chiao-Tung University in 2003, and the M.S. and Ph.D. degrees in Industrial and Systems Engineering from Georgia Institute of Technology in 2004 and 2007, respectively. Her research interests include quality engineering and management, spatiotemporal statistics, and multiple comparisons techniques.
Final Notes: 
Authors should use their judgement in handling items not covered by these instructions. Papers which do not comply with these instructions may be returned to the author for re-typing and corrections. The Editor would reserve the right to edit papers that were included in the proceedings. 

Besides, full responsibility for the paper rests with the author(s). You must take the necessary steps to obtain permission to use any material that may be protected by copyright. If you have queries regarding these instructions, please contact us via e-mail: secretariat@anq2015.org.
Identifying the Source of Variance Shifts in Multivariate Statistical Process Control Using Ensemble Classifiers
(Please note this sample is a reformatted version of a paper presented in ANQ Congress 2014.)
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Abstract
Statistical process control charts are important tools for monitoring process stability in manufacturing and service industries. Using multivariate control charts to monitor two or more related quality characteristic has become increasingly popular in today’s environment. Out-of-control signals in multivariate control charts may be caused by one or more variables or a set of variables. In the practice of quality control, in addition to the quick detection of process change, it is also critical to diagnose the change and identify which variable(s) has changed after an out-of-control signal occurred. 

In this paper, we propose a decision tree (DT) based ensemble classifier to approach the problem of diagnosing out-of-control signal. The focus of this paper is on the variance shifts of a multivariate process. Simulation studies indicate that the proposed ensemble classification model is a successful method in identifying the source of variance change. A comparative study also reveals that DT using extracted features as input vector has slightly better classification performance than using raw data as input. The proposed method could be a useful diagnostic aid in monitoring shifts in process dispersion.
Keywords: multivariate control chart, variance shift, ensemble classifications, decision tree, features.

1.
Introduction

Statistical process control chart have been widely used to control various industrial processes. In many industrial applications, the quality of a product or process can be attributed to several correlated variables. In this situation, a multivariate chart is needed to determine whether the process is in control. Many types of multivariate control charts have been proposed to monitor process shifts in the mean or in the process dispersion. The Hotelling 
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 control chart is commonly used to monitor the shifts in the mean of a multivariate process. Detecting shifts in the process variability is also of great importance in process control. In multivariate process control, process variability is characterized by the 
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 is the number of variables. The main diagonal elements of this matrix are the variances of the individual variables and the off-diagonal elements are the covariances. For detecting changes in the covariance matrix, a widely used approach is the generalized variance,
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, control chart (Alt, 1985). What follows is a brief introduction of this control chart, for further details the reader is referred to Montgomery (2013). Consider a multivariate process with
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 correlated quality characteristics of interest. It is also assumed that the quality distribution of the 
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The lower control limit is replaced with zero if the calculated value is negative. Usually 
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is unknown, it can be derived by a sample covariance matrix 
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 is the determinant of the in-control covariance matrix. The chart statistic is 
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, then the process variability is considered to be out of control indicating that there has been a change in 
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. Surtihadiet al.(2004) considered various possible patterns of shifts in the covariance matrix and developed control chart to detect these process change. Costa and Machado (2009) proposed a control chartfor detecting shifts in the covariance matrix of multivariate process. Machadoet al. (2009) proposed a new statistic to control the covariance matrix of bivariate process. When an out-of-control event is identified as a signal in a control chart, a diagnostic procedure isneeded for locating the specific variables that are the cause of the problem.Although control chartsare efficient in detecting shift in the variance, they do not reveal which variable (or combination of variables) caused the signal. Due to this reason, identifying the responsible variable for the out-of-control process has become one of the most important topics in the field of multivariate process control. For monitoring process mean shift, the most effective method that addresses this problem is a decomposition of the control statistic (Rungeret al., 1996). However, it is evident from the literature that little work has been directed towards the identification of the source of process variability. 
Various soft computing techniques have recently been proposed to identify the responsible variables when the process is considered to be out of control(Low et al., 2003; Aparisi et al., 2006; Guh, 2007).To identify the source of variance shift, Cheng and Cheng (2008) considered two classifiers based on artificial neural networks (ANN) and support vector machine (SVM) to interpret the signals issued by a generalized variance chart. Cheng et al. (2011) proposed a model based on a least squares support vector machine (LS-SVM) to diagnose abnormalities in the bivariate processes of a covariance matrix.
Lately, ensemble classification techniques have received much attention and have demonstrated promising capabilities in improving classification accuracy over single classifiers (Hansenand Salamon, 1990; Kimand Kang, 2010; Yuet al., 2010). The ensemble techniques have been used in the area of multivariate process control to identify the source(s) of out-of-control signals. Recent examples reported in the literature include (Alfaroet al., 2009;Yuand Xi, 2009a, b; Yu et al., 2009, Cheng and Lee, 2014).

In this paper, we propose using the decision tree(DT) ensemble as a diagnostic aid to determine which variable(s) in the process that has changed after the chart triggered a signal. The present work considers the identification of the source(s) of the variance shifts. The proposed system includes a variance shiftdetector and a classifier. The traditional 
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chart is employed as a variance shift detector. An ensemble learning approach is used to construct the classifier. The ensemble classifier includes a number of decision tree-based models. The proposed system is depicted in Figure 1. The ensemble classifier, which determines the responsible variable(s) for the variance shift, starts after the 
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chart sends out an out-of-control signal. This study attempts to extend previous research in several directions. First, ensemble model is created by considering the statistical properties of dataset. Second, a set of features is proposed to further improve the classification accuracy.

We will illustrate the proposed approach using simulated multivariate data.This paper demonstrates that the decision tree ensemble can improve the classification accuracy greatly than using a single DT. The rest of this paper is organized as follows. In Section 2, we briefly describe the fundamental theory of decision tree. This section also provides the basic concept of ensemble based classification model. Section 3 presents the details of building the proposed ensemble classifier. Next, experimental results are given in Section 4. Finally, in Section 5, we summary the main conclusions from this study and provide some directions for future research.
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Figure 1.The proposed diagnosis system.
2.
TheoreticalBackground
2.1
DecisionTree
Decision tree (DT) is a non-parametric supervised learning method used for classification and regression.It is composed of root, internal and leaf nodes. Decision trees have attracted wide popularitydue to their efficiency and simplicity in solving a wide range of problems in various fields.

There are several algorithms available to construct a decision tree. The research described in this paper considers the CART (Classification and Regression Trees) algorithm developed by Breimanet al. (1984). The goal of CART is to explain the variation of a single response (dependent) variableusing a set of explanatory (independent) variables, via a binarypartitioning procedure. Both the response and the explanatory variables can be either categorical or numerical. Dependingon the data type of response variable, CART can create either classification tree or regression tree.A classification treeis produced when the responsevariable is categorical while a regression tree is obtained for a numerical response variable. This paper focuses on using CART to build a classification model.
…………

…………
2.2
Ensemble Based Classification Model
Ensemble learning is the process of creating multiple models and combining the results of individual models in order to solve a particular problem. This section focuses on classification related applications of ensemble learning. An ensemble classification model is defined as a set of basic classifiers whose individual outcomes are combined (or fused) in some manner to form a final decision. It has been shown that ensemble classification models outperform single classification models, whose performance is limited by the imperfection of feature extraction, learning algorithms, and the inadequacy of training data (HansenandSalamon, 1990).

In general, an effective ensemble-based model consisting of diverse models with much disagreement is more likely to obtain a good generalization performance. In other words, the ensemble members in the ensemble model must possess different classification properties. Therefore, how to generate the diverse models is a crucial factor for constructing an effective ensemble classification system. There are various methods suggested for the creation of an ensemble of classifiers (Dietterich, 1997). Strategies that can be used to create an ensemble of classifiers include: (1) using different subset of training data with a single learning algorithm; (2) using different training parameters with a single learning algorithm; (3) using various types of learning algorithms. The above methods are usually referred to as diversity strategies.
…………

…………
3.
ProposedDecisionTree-BasedEnsembleClassificationModel

The section describes the proposed ensemble classification model using different subsets of training data within a single training method. First, we describe the construction of a single classifier, including the training dataset, input vector and model training. Next, we present the development of ensemble classifiers.
3.1
Building Single DT-Based Classification Model
3.1.1
Generation of Training Data Set
Preparing an appropriate training dataset is a critical step in constructing an effective classifier. Due to extensive demands for training data, Monte Carlo simulation is the often-recommended method to generate training data. A
[image: image47.wmf]p

-dimensional multivariate normal process was simulated by generating pseudo-random variates from a multivariate normal distribution whose mean was 
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 and whose covariance matrix was 
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. By manipulating the value of covariance matrix 
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, an in-control or an out-of-control process can then be simulated. This paper considers the case of increasing in process dispersion, which corresponds to deterioration of process or product quality. We consider the patterns of shifts in the covariance matrix described in Surtihadi et al. (2004). Using the notation of Surtihadi et al. (2004), a description of the matrices follows.
Let 
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 denote the known in-control covariance matrix. For simplicity, it is assumed that the covariance matrix 
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 is known. In practice it will be necessary to collect sufficient data over a substantial amount of time when the process is in control to estimate 
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The above change patterns were considered in the work of Cheng and Cheng (2008). The present work considers the identification of the source(s) of the variance shifts after the control chart issues an out-of-control signal. Due to this reason, each selected sample data must exceed the UCL of the 
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 chart. This study considered the case that process dispersion increases. Shifts were investigated for inflation factor 
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 from 1.5 to 5.0 in steps of 0.25. In this study, the simulation was implemented using MATLAB. For convenience, all variables were scaled such that each process variable has mean zero and variance one. With this approach, the covariance matrix is in correlation form; that is, the main diagonal elements are all one and the off-diagonal elements are the pairwise correlation (
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) between the process variables. Here we assume that the process mean vector remains constant as the process dispersion shifts. The current study considers the case of equi-correlation (pairs of variables are equi-correlated). The values of 
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 were from 0.1 to 0.9 in steps of 0.2. It will also be assumed that the value of 
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 is stable with respect to shifts in the process dispersion. Table 1 summarizes the shift patterns considered for each 
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Table 1.Shift patterns.
	Variable
	Shift type
	Class label
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	The 1st variable shifts
	1

	
	The 2nd variable shifts
	2

	
	All variables shift
	3
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	The 1st variable shifts
	1

	
	The 2nd variable shifts
	2

	
	The 3rd variable shifts
	3

	
	All variables shift
	4


3.1.2
Selection of Input Vector
Determining the input feature vector to the classifier is an important task in building a classification model. In the present research, there are many different elements that could be used to construct an appropriate feature vector. The first feature vector (henceforth vector-I) consists of sample data observed in the 
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 sample with 
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. An alternative is to use computed sample statistics as the input components (hereafter called vector-II). The feature vector can be written as 
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, where 
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is the standard deviation on the 
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 variable in the 
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 is the sample mean of the 
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 variable, and 
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 is the Mahalanobis distance obtained from the 
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 sample data, with subscript 
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being the index of class 
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. In the present research, Mahalanobis distancemeasures the distance between an observation and a given class (shift type).Obviously, this feature vector provides a compact and efficient representation of the input vector. A similar feature vector was proposed by Cheng and Lee (2014). Later in this paper, we will compare the performance of these two alternatives.
3.1.3
Building Tree Models
The tree models were built using MATLAB classregtree procedure. The class label was used as the response variable and input features described in Section 3.1.1 as explanatory variables. The “splitcriterion” was set to be Gini’s diversity index.
3.2
Proposed DTEnsemble Model
This section presents the specific design details of the ensemble model. Building ensemble classifier involves two parts: generation of classifiers and design of ensemble strategy. In this study, using different training datasets is selected as the diversity strategy to create ensemble members. This approach is referred to as data diversity. Under this approach, multiple classifiers are trained using different training subsets. This is in contrast to traditional approaches which try to train a classifier using a single training set (Aparisiet al., 2006; Cheng and Cheng, 2008). In previous studies, samples corresponding to various magnitudes of process changes must be considered simultaneously in a single training set. In other words, the training set involves a multiple-shift distribution. This approach complicates the training process.

…………

…………
After training, each classifier has generated its own result. The next step is to combine these classifiers into an aggregated classifier using an ensemble strategy. In the present study, a majority voting based ensemble strategy is adopted due to its ease of implementation.The decision of the ensemble classifier is obtainedfrom the decision results of DTs via a majority voting based ensemble strategy.Figure 2 illustrates the implementation of the DT ensemble.
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Figure2.The structure of  DT ensemble.
4.
Results and Discussion
This section presents the comparisons of classification accuracy (%) of various classifiers, including single DT, bagging, AdaBoost, and the proposed DT ensemble. To demonstrate the power of the ensemble classifier and the benefits of proposed features, we used single DT method and vector-I as a baseline. The test data were generated in same way as training data. Shifts were investigated for 
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 from 1.5 to 5.0 in steps of 0.25. The sample size considered in this study is 
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. Bagging and AdaBoost ensemble models were created using “fit ensemble” function of MATLAB. For bagging ensemble model, the input argument “NLearn” was set to be 15. This setting was made so as to have a fair comparison between bagging and the proposed DT ensemble. For AdaBoost ensemble classifier, the input argument “Method”was set to be “AdaBoostM2”. Various values of “NLearn” ranging from 1 to 100 were tried. Only the best result was reported.
In each simulation run, 1000 test samples (five times the size of training samples) were created for each 
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.For each 
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, classification rate was approximated based on 15000 test samples for each variance shift pattern. Base on this simulation setting, each classifier has been performed 10 independent runs of simulation and the average performance is reported. Tables 2-3 summarize the overall performances of classification models in terms of the classification accuracy. The results are reported for 
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0.1, 0.3, 0.5, 0.7 and 0.9. It can be observed from Tables 2-3 that models built with vector-II perform better than those with vector-I. It can also be observed that DT ensemble uniformly performs better than single DT. Generally the proposed method has the best performance, followed by bagging and AdaBoost.Figure 3 presents the classification accuracy in the graphical form, as a function of 
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. The results are reported for 
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and 
[image: image83.wmf]=

r

0.3, 0.5, and 0.7.It can be seen that DT ensembleconsistently performs better than other classification models irrespective of the size of 
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Table2.Comparison of the classification accuracy (
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	vector-I
	
	vector-II

	
	Single DT
	AdaBoost
	Bagging
	DT ensemble
	
	Single DT
	AdaBoost
	Bagging
	DT ensemble

	0.1
	76.66
	79.96
	80.89
	84.44
	
	80.30
	80.82
	85.56
	90.83

	0.3
	77.88
	81.57
	82.15
	85.71
	
	80.95
	81.56
	85.77
	90.88

	0.5
	79.80
	83.42
	84.34
	87.19
	
	83.29
	84.38
	87.60
	91.19

	0.7
	84.37
	85.88
	87.91
	89.13
	
	86.54
	87.82
	90.45
	92.90

	0.9
	90.61
	91.60
	93.36
	94.12
	
	93.32
	94.73
	95.73
	96.42


Table3. Comparison of the classification accuracy (
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	vector-I
	
	vector-II

	
	Single DT
	AdaBoost
	Bagging
	DT ensemble
	
	Single DT
	AdaBoost
	Bagging
	DT ensemble

	0.1
	82.19
	83.99
	86.17
	87.29
	
	83.74
	84.16
	88.11
	92.06

	0.3
	82.31
	84.56
	86.63
	87.69
	
	84.55
	84.63
	88.43
	92.38

	0.5
	84.18
	86.03
	87.60
	88.52
	
	85.72
	86.03
	89.20
	92.86

	0.7
	85.55
	88.08
	90.45
	90.59
	
	88.46
	90.16
	91.54
	94.33

	0.9
	93.57
	94.50
	95.73
	96.52
	
	94.22
	95.08
	96.16
	97.47


5.
Conclusions
Identifying the variable(s) responsible for the variance shifts is an important topic in multivariate process control. In this paper, aDT-based ensemble classification model has been proposed for the interpretation of variance shift signal in multivariate processes. The focus is on using the data diversity strategy to create an effective ensemble classifier. 
The results of extensive simulation studies indicate that the proposed DT-based ensemble classifier provides better performance than single classifier. The proposed DT ensemble model can also consistently outperform the other comparable models including bagging and boosting. Comparative studies also reveal that substantial improvement in classification accuracy can be obtained when DTwas built using relevant features. It is believed that the proposed DT-based ensemble classification system can be used as a useful diagnostic tool in the interpretation of out-of-control signal in multivariate process control. The main contributions of this paper include a set of features useful for classification and a data diversity strategy based on shift size. 
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